Pi-hole on Synology NAS (Docker Version)

This is my method of installing Pi-hole on a Synology NAS with the Docker package. My goal was to do as much as this with Sinology’s UI as a lot of people are not comfortable with using CLI and to maintain all of Pi-holes features.

Now the first couple steps do require you to SSH into you Synology. There is no way around it as Synology doesn’t have UI support for macvlans.

1) Login to your Synology with a user that has administration rights. Once logged in type the following:
$ sudo –i
2) You will be prompted for your password again.

3) After this is done type:
$ ip addr
4) You will see something like below. Take note of the network interface which has the IP of your Synology as you will need it later. (Mine is eth0)


















5) Now the last step is to create your macvlan for Pi-hole to operate on. Below is the command required to force Pi-hole to a single IP address with the /32 in the ip-range. You will only be able to install one docker image on this macvlan network and to me is the best way to prevent Docker from using other IP’s on my local network. (This can be changed to suit your network.)

$ docker network create -d macvlan
   --subnet=192.168.0.1/24
   --ip-range=192.168.0.5/32
   --gateway=192.168.0.1
   -o parent=eth0 
   Pi-hole

	subnet: your subnetwork       <-- Typically with /24
	ip-range: <Static IP you want for Pi-hole>/32       <-- The 32 forces Pi-hole to be locked to a single IP.
gateway: the IP address of your router
o parent: network interface from step 4
Name: Pi-hole (is easy to remember)

If done properly it should look like below.



6) Close out of whatever you were using and open up you Synology to the UI. Open the Docker Package and select Network and you should see you newly created Docker network.




7) Now being that macvlans cannot communicate with the host (your Synology) we need to create a bride to also use so that the Synology can utilize Pi-hole. Click the add button at the top of the Network tab and create a bridge network like below. (I did utilize the /32 again in the ip-range because I want to force Docker to give the container an IP and don’t plan on adding anything else to this bridge network.)


8) Once you click add your Network tab with have both the newly created macvlan and bridge networks.





9) Now your Docker image setup. I’m not going to go over downloading of the image but below I will provide pictures of the settings/setup of the container itself.

Main Setup Screen

(Execute container using high privilege only needs to be checked if using as Pi-hole as DHCP.)
[image: C:\Users\Home\AppData\Local\Microsoft\Windows\INetCache\Content.Word\Screenshot (6).png]


Advanced Settings Tabs

(Enable auto-restart)
[image: C:\Users\Home\AppData\Local\Microsoft\Windows\INetCache\Content.Word\Screenshot (7).png]




(Mount paths like below for Pi-hole to maintain settings when recreating container.)


(You need to make sure you add Pi-hole to both the networks you created earlier.)









(The ports can be left alone because there is no way for something else to use the ports you need because everything has been forced to a single IP range and you can’t load other containers onto the created networks.)


(Add the following in Advanced Settings>Environment :)
DNSMASQ_LISTENING: Local <---Must be local as Pi-hole needs to listen to both the bridge and the macvlan.
TZ: <Your Time Zone>
VIRTUAL_HOST: pi.hole
WEBPASSWORD: <Your Password>





[bookmark: _GoBack](Change ServerIP to the IP of the macvlan on your network.)


10) Once you created and started your container above with the following settings you need to change the DNS of your Synology to contact Pi-hole through the bridge connection because the host machine can’t communicate with the macvlan interface. This can be done in the Control Panel.

a. If you plan on using Pi-hole as your DHCP you must go into your lan interface settings to change this and set your Synology to a static IP address because Pi-hole will not be running until after the Synology is running.


11) Your Synology must then be rebooted. This will reset not only Synology’s DNS but will reset the DNS in other Docker images you may have.
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